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Abstract  

This paper investigates the heterogeneous regional effects of monetary policy across Brazilian states from 2004 to 

2018. It introduces three new variables and employs an alternative empirical technique to identify these regional effects. 

Overall, the Northeast and North regions were the most significantly affected, both positively and negatively; credit 

emerged as the most active regional transmission mechanism, followed by interest rates and exchange rates. The paper 

also highlights the importance of coordinating economic policies, particularly monetary and fiscal policies, to address 

inequalities and economic disparities in peripheral states. 
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Resumo  

A política monetária e impactos regionais: evidência empírica para os estados brasileiros 

Este artigo investiga os efeitos regionais heterogêneos da política monetária nos estados brasileiros de 2004 a 2018. 

Incluem-se três novas variáveis e uma técnica empírica alternativa para identificar os efeitos regionais é utilizada. De 

modo geral, as regiões Nordeste e Norte foram as mais afetadas, tanto positiva quanto negativamente; o crédito foi o 

mecanismo de transmissão regional mais ativo, seguido pelas taxas de juros e pelas taxas de câmbio. O artigo também 

destaca a importância da coordenação das políticas econômicas, especialmente das políticas monetária e fiscal, para 

enfrentar as desigualdades e disparidades econômicas nos estados periféricos. 

Palavras-chave: Finanças regionais; Política econômica regional; Disparidades econômicas regionais. 

JEL: R12, O23, R15. 

 

1 Introduction 

The literature on the effects of Regional Monetary Policy (RMP) began to emerge in the 

1950s but gained prominence in research agendas from the 1990s onward, particularly following 

the implementation of the final phase of the European Monetary Union. This literature has 

examined RMP under various theoretical perspectives and regional scales. Previously, currency 

and financial variables were largely overlooked in these analyses due to the prevailing belief in 

money neutrality and its perceived inability to explain regional differences. However, the post-

Keynesian literature has reinvigorated the debate on the role of money and the non-neutrality of 

money across time and space, significantly contributing to the analysis of the regional 
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transmission of monetary policy and potentially affecting the persistence of regional inequalities 

(Dow; Rodríguez-Fuentes, 1997; Rodríguez-Fuentes; Dow, 2003; Rodríguez-Fuentes, 2006). 

This article aims to advance the discussion on RMP in Brazil by making two main 

contributions: (i) incorporating three new variables (asset prices, regional fiscal components, and 

uncertainty); and (ii) applying an alternative empirical technique to identify regional effects. 

Specifically, this study analyses the regional transmission mechanisms of monetary policy and 

their impact on state-level economic activity and responses to national shocks. Considering the 

non-neutrality of money over time and space and the integration of new variables, this study 

hypothesizes improvements in the robustness and analysis of results within the regional empirical 

debate. 

The remainder of this paper is organised as follows. Following this introduction, the first 

section provides a brief theoretical review of the post-Keynesian literature on the subject, focusing 

on the conceptualization of both structural and behavioural effects as coined by Dow and 

Rodríguez-Fuentes (1997) and updated by Rodríguez-Fuentes (2006). Section 2 presents a review 

of recent national empirical literature. Section 3 details the empirical analysis using the Vector 

Autoregression (VAR) model in levels for model estimation. Additionally, empirical 

measurements of regional responses by state are estimated using the Generalized Impulse 

Response Function (GIRF) for the period from January 2004 to December 2018. Finally, Section 

4 discusses the results of these estimates and Section 5 concludes the paper. 

 

2 Theoretical elements on Regional Monetary Policy in Brazil 

In the international arena, the initial contributions on the effects of RMP began to emerge 

during the 1950s and 1970s. These contributions were discussed through various theoretical 

perspectives and applied to several countries and regions. The topic gained prominence in 

research agendas toward the end of the 1990s, particularly with the completion of the final phase 

of the Eurozone implementation (Dow; Rodríguez-Fuentes, 1997; Rodríguez-Fuentes; Dow, 

2003; Rodríguez-Fuentes, 2006). In Brazil, however, this theme started to gain traction in research 

agendas in the early 2000s. This shift was marked by the consolidation of the initial phase of the 

Real Plan and the implementation of the macroeconomic tripod, which included generating fiscal 

surpluses, targeting inflation, and floating exchange rate1.  

Building on Rodríguez-Fuentes (2006), this section presents the theoretical elements of 

the post-Keynesian approach to RMP, followed by a review of the Brazilian literature on regional 

monetary policy. This review addresses both structural and behavioural effects, with their 

definitions and implications discussed in the subsequent sections. 

 

2.1 Aspects of post-Keynesian theory 

The analysis of Regional Monetary Policy (RMP) can be understood through two distinct 

effects, as defined by Rodríguez-Fuentes (2006): structural effects and behavioural effects, within 

a post-Keynesian framework. Structural effects focus on examining whether regional responses 

to monetary policy, in terms of intensity and duration, exhibit symmetry across different regions. 

                                                 
(1) In the 1980s and 1990s, Brazil experienced hyperinflation and economic crisis, which led to the implementation of the 

Real Plan in 1994 to stabilize the economy. In 1999, the country adopted the macroeconomic tripod to ensure economic stability and 

promote growth. 
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This strand of literature tests the transmission channels of monetary policy using real variables 

that characterise the regional economy’s structure (Carlino; DeFina, 1998; 1999).  

If regional economic structures differ, the effects of monetary policy may vary across 

regions; otherwise, the responses would be the same. This perspective aligns with conventional 

economic orthodoxy, which often considers only structural factors in regional effects while 

ignoring or neglecting concepts such as uncertainty, the non-neutrality of money (in both the short 

and long term), the development of the banking system, and the liquidity preferences of the public 

and banks (Dow; Rodríguez-Fuentes, 1997; Rodríguez-Fuentes, 2006). 

On the other hand, behavioural effects, as described by Rodríguez-Fuentes (2006), pertain 

to how economic and monetary conditions influence the financial behaviour of economic agents 

(including banks), thereby affecting economic activity beyond mere asymmetric shocks. In the 

(post-) Keynesian context, following authors such as Keynes ([1936]1985), Chick (1993a), and 

Amado (2000), a monetary economy of production is one in which money is non-neutral and 

affects economic agents’ decisions on investment, production, and capital accumulation in both 

the short and long term. There is non-probabilistic uncertainty and, being the time historical 

(irreversible), the liquidity preference as uncertainty about the future causes the economic agents 

(both the public – demand – and the banks – supply) to reassess their liquidity and profitability 

positions. This results in increased currency retention, deferred purchasing power, and inhibited 

investments and credit anticipation. 

In examining central and peripheral regions (Dow, 1982), it is noted that economic agents 

at the regional level exhibit distinct liquidity preferences (Dow, 1987). This distinction is crucial 

for understanding the different patterns of financial concentration and wealth between central and 

peripheral regions, as well as the challenges of breaking the cycle of inequality, particularly in 

peripheral economies such as Brazil. 

According to Dow (1982, p. 25-26), central regions are characterised “[...] by prosperity, 

which is expected to continue, active markets, and financial sophistication.” In contrast, 

peripheral regions are marked by “[...] a stagnating economy, thin markets, and a lesser degree of 

financial sophistication.” For example, central regions exhibit lower liquidity preferences but 

greater liquidity for regional assets due to their status as financial centers, access to financial 

instruments, high transaction volumes, and diverse markets characterized by financial 

sophistication. Peripheral regions, however, tend to exhibit higher liquidity preferences, with 

small businesses and financial institutions facing greater credit risks, weaker markets, and lower 

financial sophistication, leading to higher income variability and a preference for liquidity among 

agents (Dow, 1987). 

Regarding banks, the stages of development of the banking system (Chick, 1986; 1993b) 

and their regional implications (Chick; Dow, 1988) are considered a gradual process that 

highlights the increasingly endogenous currency and demonstrates the importance of banks in the 

economy (Amado, 1998), affecting the effectiveness of monetary policy. Understanding national 

monetary policy and interpreting its effects on a regional level is therefore essential, given that 

economic agents operate within a monetary production economy. 

 

2.2 Structural regional effects in the face of a unique monetary policy 

The Brazilian regional studies on the impacts of monetary policy were more widespread 

in the 2000s. Bertanha and Haddad (2008) estimated the effects on economic activity across 
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Brazilian states using a Spatial Structural VAR model, incorporating spatial econometrics 

techniques and concepts. Their findings indicate that the North and Northeast regions are more 

sensitive to positive monetary shocks, with notable disparities and spillovers, especially in credit 

accessibility.  

With some similarities in terms of conclusions, Fonseca and Medeiros (2011) analyze the 

regional effects of monetary policy on production and credit in Brazilian states employing a VAR 

model. They discover that contractionary monetary policy leads to a decline in industrial 

production across all states and Brazil as a whole, with variations in timing and intensity, thus 

corroborating the findings in the literature on differentiated impacts. The Northeast experiences 

the largest drop in production, followed by the Southeast and the South. Credit effects are more 

varied in the initial months following the interest rate shock, with the Southeast showing the most 

significant reduction in credit supply, followed by the Northeast and the South. 

In another study, Silva (2014) investigates whether monetary and fiscal policy shocks 

have asymmetric effects on the economic activities of Brazilian regions, given their diverse 

productive structures, income levels, and financial development. Utilizing a Structural VAR 

model and defining four types of shocks (business cycle, monetary policy, government spending, 

and government revenue), the results suggest that there are no significant differences in regional 

responses to business cycle shocks. The response to business cycle shocks is smaller compared 

to monetary policy shocks and follows a distinct pattern in regional output. Finally, the author 

concludes that responses to monetary shocks are more symmetrical across regions, compared to 

a fiscal shock. However, the former shock affects the regions’ activity more in terms of production 

fluctuations than the latter, stressing that the authorities should observe those differences when 

implementing a new policy, whether fiscal or monetary. 

Braatz and Moraes (2016) explore the regional effects and asymmetries of monetary 

policy by examining how Brazilian states respond to shocks in the basic interest rate.  Using a 

VAR model, the results show that the southern states are less affected, whereas northern states 

experience stronger effects due to limited access to alternative sources of financing, low 

participation in international trade, and economic sector concentration. The authors also point out 

that, in terms of economic policy, the most affected regions should receive different treatments to 

mitigate the effects in time and space. 

Braga (2017) examines the impacts of monetary policy on agricultural and industrial 

production sectors, as well as trade sales in the state of Pernambuco. Using a VAR model, the 

author observes divergent responses among sectors both in the short and long term. The results 

also point out that most sectors show negative effects, and that fewer sensitive responses can also 

be observed in others whose share of capital is lower when compared with those of capital 

intensity. By observing the channels of transmission of interest (via characteristics of the 

productive structure of the industries) and credit (via the size of the establishments in the 

industries and the ability to obtain resources in the financial market), using a cross-section 

regression, the results point to a statistical significance of the credit channel in the industrial 

sectors, while the interest rate is not significant in any estimated model. 

Almeida Jr., Lima, and Paula (2020) advance the research area by examining asymmetries 

in monetary and exchange rate policy shocks from an Optimum Currency Area perspective for 

Brazilian states. They employ a Factor Augmented Vector Autoregressive model to identify 

shocks through signal restrictions. Their findings indicate that the shocks are not significant, and 
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the causes could be because some states have little economic integration and difficulties in 

recovering from asymmetric shocks. In general, the authors find that in response to monetary 

policy innovations, states show symmetry in price responses and non-predictability in economic 

activity. 

This section highlights the convergence of the reviewed literature with the conventional 

perspective, which identifies regional asymmetries through the economic structure of regions and 

empirically tests transmission channels, particularly interest and credit, aligning with the concept 

of structural effects. 

 

2.3 Behavioural regional effects 

Studies addressing the regional effects of monetary policy from a heterodox theoretical 

and empirical perspective are relatively scarce and recent. Silva (2011) contributes to this 

literature by analyzing the relationship between centrality patterns, liquidity preference, and 

asymmetries in the transmission of monetary shocks in Brazilian states and autonomous 

communities in Spain. This study incorporates econometric measurements of regional effects 

from national monetary policy, with a focus on the defined centrality patterns and regional 

categorization to examine asymmetric transmission of various shocks. 

Building on the work of Rodríguez-Fuentes (2006), the author calculates regionalized 

interest rates to provide empirical evidence on the differential effects of a single monetary policy 

across regions. The findings indicate that peripheral states (characterized by a higher liquidity 

preference and less advanced banking development) are more significantly impacted by 

restrictive monetary policy shocks. This results in regionally higher interest rates, which in turn 

affect investment expectations and the performance of the financial system, particularly the 

banking sector. Conversely, states such as Minas Gerais, Rio de Janeiro, and São Paulo exhibit 

lower regional interest rates, reduced liquidity preference, and a more advanced level of banking 

system development. 

In general, Silva (2011) demonstrates that an increase in the interest rate leads economic 

agents to invest in more profitable securities than in the productive sector; moreover, both 

behavioural and structural factors can influence the liquidity preference of agents on both the 

supply and demand sides. The study finds that a contractionary monetary shock would increase 

the agents’ liquidity preference through a drop in expectations; lower levels of financial 

sophistication are associated with greater liquidity preference. Furthermore, faced with this 

scenario, the limitation for the composition of the portfolio in the peripheral regions would be in 

the possibility of choosing assets that are less sensitive to monetary shocks. This highlights the 

importance of the spatial dimension in understanding differentiated regional responses to 

common monetary shocks. 

Diniz (2017) explores the regional impacts of economic policy on the manufacturing 

sector, integrating the debate on deindustrialization. Utilizing a VAR model and principal 

component analysis, the author categorized the 27 Brazilian states into three spatial units 

(peripheral, intermediate, and central). The results corroborate the explanation that different 

degrees of development in the regions can accentuate the impacts of an economic policy, 

highlighting regional and sectoral disparities as they are not able to absorb the effects of a policy. 

Additionally, Diniz (2017) concludes that the lack of coordination between regional and industrial 
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development policy, together with the macroeconomic one, stresses regional inequalities in the 

country and hinders regional recovery. 

Concerning the monetary policy shock on credit supply in Brazilian regions, Dutra, Feijó 

and Bastos (2017) investigate whether the heterogeneous behaviour of banks at regional levels 

would be able to interfere in the supply of credit with different maturity dates. The authors 

demonstrate that there is an increase in liquidity preference in all Brazilian regions in response to 

a positive interest rate shock in the regional credit supply. Based on banks’ perceptions of the 

expected return (their profitability), they add that those institutions reduce the effectiveness of 

monetary policy, considering that the country adopts restrictive policies in this regard. In short, 

Dutra, Feijó and Bastos (2017) argue that these differentiated responses are attributable to the 

management behaviours of banks based on their location, affecting economic growth and regional 

inequality reduction. 

One notable aspect is the importance attributed by the public and banks to regional credit, 

uncertainty, and liquidity preference, which are incorporated into the models or influence the 

interpretation of results, challenging arguments like money neutrality. As Rodríguez-Fuentes 

(2006) argues, even if it is not possible to fully measure the behavioral effects of agents for 

empirical purposes, the authors justify their choice of data series despite limitations. Their results 

provide alternative measurements that approximate these concepts, enabling a more accurate 

assessment of their impact on empirical simulations. 

In conclusion, the evidence presented in this literature reinforces the argument for 

studying regional monetary policy effects within the theoretical framework of post-Keynesian 

economics. This focus, particularly relevant for Brazil, expands the scope of research and 

contributes to the literature by aligning with the concept of behavioural effects. Accordingly, this 

paper seeks to advance the field by introducing new variables for analysis and utilizing an 

alternative empirical technique to identify regional shocks. 

 

3 Statistical modelling and data 

The VAR model developed by Sims (1980) is utilized in this paper to analyze the data, a 

common approach for modeling monetary policy and its transmission mechanisms.The goal is to 

analyze the dynamic relationships between the variables, but not necessarily to be interpreted as 

causality or deterministic relationships between them. The estimation of possible 

contemporaneous effects between the endogenous variables is not intended as well. Furthermore, 

identifying the economic assumptions to explain the ordering of the variables would be 

controversial, which is one of the reasons pointed out by Pesaran and Shin (1998) while 

advocating the use of the traditional VAR. For these reasons, the traditional VAR is used instead 

of the structured VAR model in the present paper. 

In a VAR model, the current value of each endogenous variable depends on its own 

lagged values as well as the lagged values of all other endogenous variables in the model. 

According to Bueno (2015) and Hamilton (1994), a generalization of the VAR model is obtained 

by adding 𝑔 exogenous variables that affect the endogenous ones, as shown in the following 

equation: 
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𝑋𝑡 = 𝛷0 + ∑ 𝛷𝑖𝑋𝑡−𝑖
𝑝
𝑖=1 + 𝐺𝑍𝑡 + 𝑒𝑡       (1) 

Where: 

𝑋𝑡 is a 𝑛 × 1 vector of endogenous variables, as in the previous equations; 

𝛷0 is a 𝑛 × 1 matrix of fixed unknown intercepts; 

𝛷𝑖 is a 𝑛 × 𝑛 matrix of fixed unknown coefficients of the endogenous variables in 𝑋𝑡−𝑖; 

𝐺 is a matrix of 𝑛 × 𝑔 coefficients; 

𝑍𝑡 is a vector of 𝑔 × 1 exogenous variables, which may include deterministic variables; 

𝑒𝑡 is a vector of random disturbances that is not correlated with the regressors, being non-

autocorrelated, but contemporaneously correlated with each other. 

Enders (2014) explains that the VAR model aims to uncover the interrelationships 

between variables. Referring to the literature of Sims (1980) and Sims, Stock, and Watson (1990), 

Enders (2014) suggests that differencing series when they are not stationary could result in the 

loss of important information. Sims, Stock, and Watson (1990) demonstrate that least squares 

estimators remain asymptotically consistent even in the presence of a unit root, and that 

differencing or correcting for series cointegration is sometimes unnecessary. 

Given the availability of data on state economic activity, the analysis period spans from 

January 2004 to December 2018. The following variables were considered2: (i) Selic Overnight 

interest rate; (ii) rate of change of the Extended National Consumer Price Index (IPCA); (iii) 

commercial exchange rate, as the average purchase value for the period; (iv) commodity price 

index, to control external shocks in the Brazilian economy; (v) asset prices, using an 

approximation of the Tobin’s q by Montes and Machado (2014), to account for the impact of the 

stock market on investment; (vi) regional economic activity, measured by the formal employment 

index; (vii) regional credit, using Credit Operations (Entry 160) grouped by states; (viii) regional 

fiscal component, using the Industrialized Products Tax (IPI) series3 as an indirect monetary 

policy channel by Kaplan, Moll and Violante (2018); and (ix) uncertainty indicator, measured by 

the Economic Uncertainty Index – Brazil (IIE-Br), developed and extracted from the Brazilian 

Institute of Economics (IBRE, 2016b) of the Getúlio Vargas Foundation (FGV). The uncertainty 

indicator aims to assess whether uncertainty, in the post-Keynesian sense, can be validated in 

terms of economic effect, and to explore its dynamics across central and peripheral states. All 

variables, except for the commodity price index (iv), were included in the vector of endogenous 

variables. 

Subsequently, the ADF and KPSS unit root tests were applied to assess the stationarity of 

the series in both levels and first differences. The stationarity of the series was also examined 

graphically. It is important to emphasize the choice to estimate the VAR model in levels, as the 

goal is to investigate the interrelationships between the variables rather than to perform 

forecasting4. Consequently, no differencing was applied to the series to achieve stationarity. 

Furthermore, to preserve the integrity of the data and avoid the loss of valuable information, the 

natural logarithm was not applied. Lastly, maintaining the original information, the state 

employment series will not be seasonally adjusted but will include 11 monthly dummies 

                                                 
(2) For additional information about the variables and series, refer to Appendix A, Table A1. 

(3) The Industrialized Products Tax (IPI) is a federal tax in Brazil applied to manufactured and imported goods. It varies 

based on the product and is integral to Brazil’s tax system. 

(4) Other national works following this approach: Fonseca and Medeiros (2011), Braatz and Moraes (2016), Braga (2017), 

as well as Dutra, Feijó and Bastos (2017). See more in Hamilton (1994), Enders (2014) and Bueno (2015). 
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(February to December) in the estimates of each model to capture seasonality in the vector of 

exogenous variables. 

Some authors argue that not establishing an ordering for the variables could impose 

restrictions on the estimated parameters, regardless of economic theory or researcher preference. 

Conversely, Pesaran and Shin (1998) developed the Generalized Impulse Response Function 

(GIRF) for linear models, where such an ordering is unnecessary, and the results are invariant to 

the order. Thus, the GIRF will be employed based on the arguments of Ewing (2003) to identify 

regional responses, as it is considered more robust compared to orthogonalized methods. The 

GIRF approach (i) does not require an explicit causal ordering of the variables, avoiding the use 

of different orthogonalization techniques that can produce varying responses depending on the 

technique; (ii) allows for better identification and interpretation of the initial effects of shocks on 

the model’s variables due to its non-orthogonal nature; and (iii) provides unique responses to 

impulses that incorporate the full pattern of historical correlations between shocks. This choice is 

also in line with the literature and Dutra, Feijó and Bastos (2017), contributing to the national 

debate on the topic5. 

 

4 Results and discussion 

This section examines the regional responses of Brazilian states to changes in regional 

economic activity, as measured by the formal employment index, in response to impulses in 

monetary and fiscal variables, asset prices, and uncertainty. The structural and behavioural effects 

will be analyzed based on post-Keynesian literature for interpreting the results (see Appendix B). 

Results will be described and presented individually and by variable to facilitate state-level 

comparisons. The Generalized Impulse Response Functions (GIRFs) are standardized to one 

standard deviation. 

It is important to note that the dynamics of the relationships between the variables in each 

model do not occur in isolation; however, for presentation and comparison purposes, they will be 

discussed in this manner. A comprehensive argument regarding regional responses will also be 

made based on the evidence found, even if this requires anticipating some results, which will be 

more thoroughly explored in the context of the respective shock. When using employment series 

as a variable of interest, it is crucial to recognize that the response timing may be delayed. Initial 

results are expected to be lower or constant, with the full effects becoming apparent in subsequent 

periods (Silva, 2011). This consideration supports and reinforces the choice of GIRF as an 

estimation method, particularly when observing low regional response intensities in the initial 

months (see Appendix B). 

 

4.1 Differentiated transmission channels for a common economic policy 

4.1.1 Interest rates 

In line with much of the literature on RMP, interest rate effects on regional activity were 

primarily negative due to the contractionary monetary policy prevailing throughout most of the 

analyzed period, which broadly affected states in all regions. The greatest intensities were 

observed in states of regions with lower degrees of economic development such as the Northeast 

                                                 
(5) For the estimations, the following softwares were used: R 4.0.0 and Eviews 11 (Student Version Lite). 
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and North (Bertanha; Haddad, 2008), while the least negatively affected states are in the Southeast 

and South, which are more economically developed.  

The impacts of interest rate shocks support the notion of differential incidence and suggest 

that regions with higher liquidity preferences, referred to here as peripheral, were the most 

affected due to lower levels of banking development. These findings emphasize that peripheral 

states experienced more intense reactions to restrictive monetary policy shocks, reflecting their 

economic fragility. Such intensity influences investment expectations and the performance of the 

banking (and broader financial) system in these regions, impeding economic growth and 

exacerbating disparities and instabilities relative to the central regions (Dow, 1987; Rodríguez-

Fuentes, 2006; Silva, 2011; Diniz, 2017). 

The states of Acre and Roraima (North) and Alagoas and Bahia (Northeast) showed 

positive employment impacts following the shock, as detailed in Appendix B. These effects might 

stem from sectoral characteristics, such as industries less sensitive or slower to react to interest 

rate changes, or from the expansion of the Brazilian economy, which boosted formal job creation 

until around 2013, mitigating the effects of monetary policy. Alternatively, these positive impacts 

could be linked to a shift in economic policy conservatism associated with the New 

Macroeconomic Matrix (NMM), which led to a period of declining Selic rates (2011-2013). 

Although still high, this decline might have stimulated regional economies through reduced credit 

costs6, for example, addressing both external and internal economic challenges while using 

interest rates as the primary monetary policy tool for inflation control (Nassif, 2015; Barbosa 

Filho, 2018). 

With the onset of macroeconomic adjustments in 2015, the scenario shifted to one of 

policy exhaustion, deteriorating public accounts, reduced consumption and investment, sharp 

declines in commodity prices and international trade, and a political and institutional crisis, driven 

by a combination of internal and external factors. This period is also associated with the Brazilian 

economy’s expansion, driven by increased income transfers to low-income individuals and the 

elderly, wage adjustments for workers and civil service sectors, and favorable international 

economic conditions7. In early 2016, a new external shock, caused by another drop in commodity 

prices, contributed negatively to the country (Barbosa Filho, 2018; Lélis; Cunha; Linck, 2019; 

Villaverde; Rego, 2019). This scenario may have further hindered positive employment 

outcomes, particularly penalizing peripheral states with the reversal of interest rate declines, 

leading to levels surpassing those experienced during the international financial crisis. 

It can be argued that using interest rates as the primary monetary policy instrument has 

revealed heterogeneous responses in terms of intensity and duration across Brazilian states, with 

the most severe reactions occurring in peripheral areas. The actions of the Central Bank of Brazil 

have had detrimental effects on the development of these peripheral regions, with contractionary 

effects anticipated due to the Inflation Targeting Regime (ITR) and persistently high interest rates 

for most of the evaluated period (until May 2017). This underscores the importance of 

understanding the structural and behavioural dynamics of state economies for the formulation and 

implementation of effective policies, especially in avoiding the perpetuation of economic 

disparities that further disadvantage peripheral states. 

                                                 
(6) This reasoning can be further validated when examining the effects of regional credit in states such as Alagoas, Bahia, 

and Roraima. 

(7) Similarly, the argument can be reinforced in the discussion of inflation effects, particularly in Acre and Alagoas. 
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4.1.2 Inflation 

The impacts of inflation were predominantly negative on regional activity, as detailed in 

Appendix B. According to Modenesi and Ferrari Filho (2011), Brazilian inflationary dynamics 

do not exhibit a strong relationship with domestic economic activity. Instead, the factors 

influencing these dynamics are associated with cyclical issues, costs (eg.: commodity prices), and 

structural factors, due to the inflationary inertia and historical roots of the Brazilian economy, 

rendering it a phenomenon influenced by both demand and supply. Barbosa Filho (2015) explains 

that even after the adoption of the floating exchange rate regime in 1999, monetary policy remains 

significantly affected by the high correlation between exchange rate fluctuations and inflation 

control, necessitating increased interest rates in response to exchange rate hikes. 

The positive outcomes observed in states within peripheral regions align with the findings 

from the interest rate shock analysis, considering both external and internal conjunctural 

conditions. The tendency for interest rates to decline, including efforts by the NMM, despite 

remaining high, may have yielded beneficial effects in Acre and Alagoas, mitigating the negative 

impacts of interest rates in these states. Recognizing interest rates as the primary monetary policy 

instrument in Brazil, and their regional effects, combined with an appreciating exchange rate for 

most of the period, may have impaired the competitiveness and production of the national tradable 

goods industry. However, the exchange rate also contributed to inflation control (Nassif, 2015; 

Diniz, 2017; Villaverde; Rego, 2019). Furthermore, the positive impact of rising commodity 

prices, which benefited primarily exporting states, might have created a “buffering effect,” as 

noted by Stockl, Moreira, and Giuberti (2017, p. 178), by allowing these states to pass on cost 

increases to final goods. 

This understanding is related to the market structure of regional economies, which affects 

firms’ financial costs and their ability to transfer these costs to prices. Central regions are more 

likely to be oligopolistic, whereas peripheral regions are more competitive. The former have 

greater capacity to pass on cost variations to prices, while the latter, due to their market structure, 

are less able to do so, making them more vulnerable and negatively impacted (Chick; Dow, 1988; 

Amado, 1998). Consequently, the industrial pattern and configuration reinforce the dominance of 

central regions over peripheral ones, as regional behaviour is influenced by the actions of the 

“headquarters agency” (Figueiredo; Crocco, 2012, p. 498), given the banking concentration 

within Brazil’s national financial system, where branch agencies are located in peripheral regions 

and headquarters in central ones. Consequently, they would be held hostage by the economic 

cycles for their availability of regional credit, due to the liquidity preference in the central regions. 

In general, the results seem to reveal that the states of central regions, specifically the 

Southeast and the South, possess more developed institutional and economic frameworks to 

absorb and mitigate the negative effects of inflation. This is evident through structural and 

behavioural factors linked to their industrial and banking sectors, which demonstrate higher levels 

of economic and financial development, reduced uncertainty, and lower liquidity preferences. 

Thus, the Central Bank of Brazil’s national-level inflation control measures demonstrated adverse 

and asymmetric regional effects, particularly affecting less economically developed states in 

peripheral regions. 

 

4.1.3 Exchange rate 

The exchange rate effects were also largely negative on regional activity, with the states 

of the Northeast and North being the most affected (see Appendix B). The causes of inflation are 

both supply and demand related. There is a high correlation between the exchange rate and 
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inflation, even after the adoption of the floating exchange rate regime; since the exchange rate 

continues to play a significant role in controlling inflation (Modenesi; Ferrari Filho, 2011; 

Barbosa Filho, 2015). The shock in costs caused by rising commodity prices, which occurred 

during the studied period, had notable effects on the Brazilian economy. This shock influenced 

the exchange rate and, consequently, affected employment in various states. 

Periods of exchange rate appreciation combined with high interest rates tend to 

discourage production and weaken the competitiveness of the domestic tradable goods sector. 

These conditions also impact the productive structure and the balance of payments, particularly 

through the export basket, which stimulates imports despite benefiting from international prices 

(Nassif, 2015; Diniz, 2017; Stockl; Moreira; Giuberti, 2017). Even though there were periods of 

currency devaluation and declines in commodity prices (such as in September 2008 during the 

international financial crisis), the predominant combination of exchange rate appreciation and 

rising commodity prices appears to have had a greater relative impact during this period compared 

to the reverse scenario. 

Villaverde and Rego (2019) explain that the commodity boom, which began in 2004 and 

continued until 2011, led to higher prices for primary goods like soy and iron ore, resulting in 

increased dollar flows to the Brazilian economy. Despite exchange rate appreciation, exporters of 

these commodities were significantly favored and did not experience negative profit pressures 

from exchange rate fluctuations8. From 2014 onward, the country experienced a downturn 

compared to the expansionary years of 2004-2013. Commodity prices began to decline sharply 

between mid-2014 and mid-2016, while the global economy and trade were also slowing down 

(Barbosa Filho, 2018; Lélis; Cunha; Linck, 2019). 

In addition to sharp exchange rate devaluations, Brazil experienced post-financial crisis 

policy exhaustion, which led to deteriorating public accounts and reduced consumption and 

investment. As argued by the authors, Brazil’s regressive specialization and extensive financial 

opening, resulting from deindustrialization and reliance on international trade in natural 

resources, left it vulnerable to financial cycles and commodity price fluctuations. This context 

reinforces the country’s fragility and highlights the need to interpret both conjunctural and 

structural factors, both domestic and external, to understand the dynamics of the Brazilian 

economy. 

For such reasons, the combination of these results suggests that states with a significant 

export profile, such as Bahia and Pará, experienced attenuated negative effects due to the export 

effect, similar to states in the Southeast and South regions (Silva, 2011), as shown in Appendix 

B. Conversely, states with a heavy reliance on imports or those predominantly importers, 

indicating their dependence on central regions, such as those in the Northeast and North, were 

more negatively impacted. This highlighThis supports the viewts the disincentives to production 

and the loss of competitiveness faced by these states in the domestic market. 

Even though the exchange rate has been used to control inflation in a sense of “buffering 

effect” and using interest as the main instrument of monetary policy, when realising its regional 

effects, it is evident that this combination of instruments to combat inflation in the moulds of the 

                                                 
(8) Nevertheless, according to Villaverde and Rego (2019), one of the primary effects has been the reprimerization of Brazil’s 

export basket and its deindustrialization, particularly following the international financial crisis. In the words of Lélis, Cunha, and 

Linck (2019), this has resulted in a loss of complexity and diversification in both the productive and foreign trade structures, reflecting 

a trend toward regressive specialization. 
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ITR has had detrimental effects on Brazilian states, with an emphasis on the least developed ones. 

Consistent with the inflation analysis described herein, the market configuration and banking 

system of both the centre (oligopolistic and “headquarters agencies”) and the peripheries 

(competitive and branch agencies) underscore the vulnerabilities of these locations. They are not 

only subject to economic cycles and dependence on central regions but also affected by the 

performance of national monetary policy and external sector dynamics, resulting in differentiated 

impacts on states in terms of regional structure and behaviour. 

 

4.1.4 Asset prices 

The impacts of the asset price channel on employment, represented by a measure of 

Tobin’s q, exhibited only two response patterns, both showing generalized negative effects on 

regional activity (see Appendix B). The first pattern observed included representation from all 

regions, with the smallest regional negative responses. Notably, this pattern includes all states 

from the Midwest and South regions. In the second pattern, states in the Northeast, North, and 

Southeast generally displayed negative responses between the fifth and eighth periods, in contrast 

to the positive responses observed in earlier periods. In terms of intensity, within the group of the 

most affected states, those in the Northeast and North were particularly notable. 

Industrial concentration can result from banking concentration, as peripheral regions 

often host industrial branches linked to national bank branches. This setup demonstrates an 

advantage for national banks over regional ones, leading to the transfer of reserves to central 

regions and reinforcing national banking concentration. Consequently, financial availability in 

peripheral regions could be compromised relative to central regions, reinforcing the dominance 

of the center over the periphery (Chick; Dow, 1988; Amado, 1998). Additionally, while peripheral 

regions might capture positive spillover effects from policies implemented in central regions 

(Silva, 2011; Diniz, 2017), these effects are less pronounced due to their structural and 

behavioural characteristics, which make them more susceptible to the impacts of contractionary 

policies. Due to this dynamic, the centrality characteristic can mitigate the effects of monetary 

policy, contributing, once again, to maintaining the dominance of the centre over the periphery 

by affecting the liquidity preference of the agents of that region, perpetuating the regional 

economic inequalities among them (Dow, 1987). 

Peripheral regions often face greater uncertainty, instability, and fragility, along with 

lower levels of economic and financial development. Monetary policy can influence the 

composition of savers’ portfolios through behavioural effects. Investors may favor safer and more 

liquid assets, leading to a migration of financial resources to central regions, which offer greater 

security, liquidity, and asset diversification. This scenario tends to increase asset values in central 

regions. Given Brazil’s predominantly national financial system, regional agencies are influenced 

by the liquidity preference of central agencies, which allocate resources to less uncertain regions 

(Chick; Dow, 1988; Rodríguez-Fuentes, 2006; Figueiredo; Crocco, 2012).  

The “functional distance”9, to central regions can cause less developed or peripheral 

regions to increase their liquidity preference, negatively impacting local credit. As a consequence, 

the agencies of the central regions would determine the form of asset allocation, being passed on 

                                                 
(9) It is the “[...] (more than physical) distance between the resource demander and the agency making the decisions. This is 

associated with the number of levels within the bank through which the discussion regarding the approval or denial of credit passes 

(translated by the authors from Figueiredo; Crocco, 2012, p. 497). 
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to their branches, diverting them to the more developed regions. The peripheral regions act as 

intermediaries in financial allocation, sustaining low levels of economic development, high 

uncertainty, and limited local credit (Cavalcante; Crocco; Jayme Jr., 2006). 

The states most negatively affected were those farther from the financial center, 

characterized by greater distances, lower levels of development, higher uncertainty, and liquidity 

preference, such as those in the Northeast and North regions (see Appendix B). Thus, considering 

the cost of local capital as a locational decision factor for firms, central regions in a national 

financial system could reinforce their dominance relative to peripheral regions, perpetuating 

regional financial inequalities through asset concentration and displacement, which impacts local 

credit and investment and hinders growth and development (Amado, 1998; Figueiredo; Crocco, 

2012). 

In the sense of seeking to incorporate the interrelations of this shock with the previous 

ones, especially interest and exchange rates, it is possible to raise the hypothesis that for the period 

studied, the combination of the effects of the commodity boom, the exchange rate appreciation, 

the high levels of interest rate and, as a consequence, the entry of foreign capital into the country, 

leading to speculative behaviour in the Brazilian capital market, particularly in shareholder capital 

seeking short-term gains from interest rate differentials, which reinforces regional disparities and 

hinders growth and development in peripheral regions (Nassif, 2015). 

This hypothesis gains theoretical support when considering that, following the Lehman 

Brothers’ bankruptcy, global investors exhibited heightened risk aversion, leading to a broad 

flight to quality and significant devaluation of the national currency (Freitas, 2009). In response, 

the Brazilian government raised interest rates, reversing earlier reductions made as an anti-

cyclical measure during the financial crisis (Barbosa Filho, 2018). By not regulating capital flows, 

a measure that could prevent speculative capital entry and support long-term financing for 

productive investments, the market did not contribute to job creation and economic development. 

Even if the spillover effect were small (or perhaps negative) for peripheral regions, the general 

results indicate the (non) capacity of this channel to generate jobs for the period considered, 

having little effect on the “real side” of the economy when perceiving the very discreet and non-

permanent positive regional responses. 

 

4.1.5 Regional credit 

The impacts of regional credit on employment have produced varying results across 

states, both positive and negative, as detailed in Appendix B. Among the states showing the 

highest positive magnitudes, only those in the Northeast and North regions were identified. In 

terms of the negative intensities, the greatest effects were seen in the North and Southeast of 

Brazil. From 2014 onwards, a decline in the volume of state credit can be observed, explained by 

reduced credit concessions, such as the expansion of disbursements by the Brazilian Development 

Bank (BNDES) and the increase in reserve requirements (Diniz, 2017; Barbosa Filho, 2018). 

Greater credit instability in peripheral regions can be attributed to both structural factors, 

such as less economic diversification and development, greater dependence on economic cycles, 

product growth rates, and expectations (Rodríguez-Fuentes, 2006), and behavioral factors, 

including the development of the banking system and the liquidity preference of banks and the 

public, which influence the supply and demand for credit (Dow and Rodríguez-Fuentes, 1997). 

Consequently, these regions may exhibit more unstable credit availability patterns compared to 
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central regions, with credit contracting during economic downturns and expanding during periods 

of growth, reflecting their higher dependence on economic cycles (Chick; Dow, 1988).  

Brazil’s bank-based financial development model may exacerbate these conditions. As 

previously discussed in relation to asset prices, the Brazilian financial system’s structure could 

reinforce this scenario. The dependence of peripheral region bank branches on the behaviour of 

central branches may sustain low levels of economic development by reducing credit availability 

in times of high uncertainty (Cavalcante; Crocco; Jayme Jr., 2006; Figueiredo; Crocco, 2012). 

The lower intensities observed in the states of central regions may be associated with 

higher levels of banking development, causing them to carry out off-balance-sheet operations by 

means of the management of liabilities due to financial innovations; thus, credit expansion would 

be carried out through credit derivatives and new over-the-counter securities, making operations 

more profitable (Chick, 1993b; Farhi; Prates, 2018). Hence, there would be a competitive 

advantage for these banks, compared to those based in peripheral regions, in their ability to create 

credit due to bank development. 

In this context, while the direct control of the economy’s money stock by monetary 

authorities may be constrained by banks’ balance sheet management and financial innovations, 

this does not imply that monetary policy is ineffective. Prudential regulation and banking 

supervision are crucial for addressing the liquidity preferences of banks and borrowers. Such 

measures can influence behavioural factors and thus enhance the effectiveness of monetary policy 

in achieving economic stability (Dow; Rodríguez-Fuentes, 1997; Rodríguez-Fuentes, 2006). 

Supporting this argument and considering the international financial crisis, Freitas (2009) 

explains that Minsky’s hypothesis of financial fragility is reinforced, increasing economic 

instability in this scenario. To mitigate these effects, regulations could be imposed on bank 

indebtedness levels, credit quality, and composition. However, as financial innovations increase, 

the complexity of the financial system and the relationships between creditors and debtors also 

evolve, underscoring the need to rethink monetary policy concepts (Chick, 1993b; Rodríguez-

Fuentes, 2006; Farhi; Prates, 2018). 

Since the analysis period covers most of the post-crisis period, the negative effects of an 

expansion of credit in the peripheral regions, beyond the high interest rates, the negative effects 

of inflation, and the appreciated exchange rate, in the existence of an even higher level of 

uncertainty in these locations due to the external situation, highlight the need for economic policy 

coordination (Sicsú, 2001). The interaction between these results and fiscal policy (discussed 

later) reveals a scenario that reinforces the fragility of peripheral regions compared to central 

ones. This affects agent expectations, inhibits and postpones investments, and results in a greater 

liquidity preference among the public and regional banks, reducing loan expansion during high 

uncertainty (Chick; Dow, 1988; Amado, 1998). 

Emphasizing the importance of assessing the combined effects of shocks and their 

interrelationships, as previous highlighted in the interest rate shock, employment in states in 

peripheral regions that have benefited from credit expansion policies may be linked to the 

previously used argument of constant reductions in the Selic rate, making it possible to expand in 

these states by reducing their cost. However, this reasoning does not apply uniformly across all 

states, reinforcing the need for policymakers to understand regional dynamics. Accordingly, 

because of the heterogeneity of results within the same region, either due to factors linked to 

structure or behaviour, the performance of monetary policy in this case, in coordination with other 
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policies, should mitigate the negative effects on peripheral regions but also observe the specific 

characteristics of each state. Additionally, actions should focus on addressing regional economic 

inequalities and creating mechanisms to protect these regions, especially during crises and periods 

of high uncertainty. 

 

4.1.6 Fiscal policy 

The impacts of the regional fiscal component revealed that at least one state exhibited a 

positive response (excluding the Northeast region) and a negative response (excluding the South 

region). Among the states that experienced the most significant benefits from the shock, only 

those in the North and Midwest regions were identified. Conversely, the Northeast and North 

peripheral regions displayed notably greater negative magnitudes compared to the previous group 

and other shocks, as detailed in Appendix B. 

In response to the 2008 financial crisis, the federal government implemented an 

expansionary fiscal policy (2008-2010) to stimulate aggregate demand and mitigate the crisis’s 

adverse effects. This was achieved through various measures, including temporary tax 

exemptions like the reduction of the IPI. Additional expansionary measures were introduced in 

income transfer programs (Bolsa Família), housing (Minha Casa, Minha Vida), infrastructure 

(Programa de Aceleração do Crescimento), and BNDES disbursements (Diniz, 2017; Barbosa 

Filho, 2018). Furthermore, the period saw a significant inflection in economic policy with the 

NMM, which strongly utilized fiscal policy by increasing public spending and investments 

(Barbosa Filho, 2017). Consequently, these countercyclical policies may have lessened the severe 

impacts on regional economies, particularly peripheral ones. 

However, the Northeast and North peripheral regions, characterized by low levels of 

economic development, were the most adversely affected during this period. These regions 

experienced much higher negative intensities compared to other shocks, possibly reflecting fiscal 

deterioration due to the exhaustion of post-crisis policies and the fiscal adjustment implemented 

by the federal government in 2015 (Barbosa Filho, 2018), as mentioned before, which may have 

contributed to a worsening of results. 

When observing the effects obtained here and comparing them with those of Silva (2014) 

and Diniz (2017), in addition to the differences in the variables and periods considered (which are 

sufficient to account for differences in the results), both demonstrate the dependence of peripheral 

regions on coordinated economic and industrial policies for local development and growth. These 

policies, in turn, would aim to settle disparities and dependence on the centre, especially in periods 

of crisis with different regional effects, requiring some type of mechanisms to protect these 

locations. Otherwise, the argument of greater sensitivities in peripheral regions to the fiscal policy 

shock is reinforced here, as well as that the type of fiscal policy to be implemented can accentuate 

regional disparities, contributing to their maintenance. 

Sicsú (2001) argues for the necessity of coordinating economic policies, diverging from 

the orthodox view that subordinates monetary policy to fiscal policy since this could undermine 

its effectiveness because it is linked to inflation expectations. Diniz (2017) notes that if economic 

agents believe that policies aimed at reducing unemployment will lead to increased inflation, it 

will create instability in monetary policy performance. Therefore, Sicsú (2001) emphasizes the 

importance of ensuring that fiscal policy is viable, credible, and supported by clear objectives and 
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adequate tools. This helps shape financial and entrepreneurial market behaviours in the desired 

direction and maintains a strong reputation among policymakers. 

From a regional perspective, the argument is reinforced by the fact that the states most 

affected by employment reductions are in the Northeast and North regions, which have low levels 

of economic development and high uncertainty. These regions lack robust institutions and 

mechanisms to buffer against economic cycles and external fragility compared to the Southeast 

and South regions. Thus, the need to expand the concept of monetary policy is reiterated. 

Additionally, enhancing elements of prudential regulation and banking supervision is 

crucial, particularly through direct state intervention in the financial system, to mitigate the 

economic impacts of contractionary shocks while considering regional specificities (Dow, 1982; 

Amado, 1998; Rodríguez-Fuentes, 2006). Furthermore, it is essential for both central and state 

governments to coordinate monetary and fiscal policies to promote and stimulate industrial 

policies in peripheral regions. This requires clear guidelines and careful, reputable, and prudent 

state action, as the state’s performance is perceived through “private logic,” which could 

exacerbate regional economic disparities between central and peripheral area (Amado, 1999; 

Sicsú, 2001). 

 

4.1.7 Uncertainty 

The impacts of the variable used to capture the effect of uncertainty on employment 

revealed heterogeneous results across states. There appears to be a certain “pattern” in the shape 

of the curves (U or V type, depending on the intensity of the shock), although there are variations 

in recovery times (see Appendix B). It is important to note that these data also reflect the effects 

of both external and internal adverse shocks, such as the international financial crisis (2007-2008), 

the slowdown in Chinese economic growth (2011), the national political scenario (2014), and the 

Brazilian economic recession (2015-2016). 

Souza, Zabot, and Caetano (2019) emphasize the importance of uncertainty in 

interpreting and understanding economic dynamics, an area that remains underexplored. They 

argue that adverse shocks can diminish the effectiveness of economic policies aimed at recovery 

when these effects are pronounced during periods of high uncertainty. Supporting this view, 

Santos (2019) finds that the effectiveness of monetary policy on economic activity is greater 

during periods of lower uncertainty. Attempts to capture signs of uncertainty in the post-

Keynesian sense reveal both agreement and disagreement. Since fundamental uncertainty cannot 

be estimated (Keynes, [1936]1985; Amado 2000; Rodríguez-Fuentes, 2006), there are mixed 

results. 

Results consistent with this argument show that peripheral regions, specifically the 

Northeast, North, and Midwest, were the most negatively affected. When these results are 

compared with other shocks, the highest negative intensities are observed in these states across 

various shocks. These findings support the argument that these locations experience a higher level 

of uncertainty. Additionally, agreement is found in the observation of lower negative intensities 

in central regions (Southeast and South) across interest rate, exchange rate, and fiscal policy 

shocks. These results highlight and reinforce the heterogeneities and inequalities among states, 

indicating the dominance of central regions over peripheral ones. 

However, some evidence does not support this argument, as states in the Northeast and 

North regions exhibited similar low negative responses as those in the South. Following this 
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perspective, an increase in uncertainty was expected to generally reduce employment in states, 

with greater intensity in peripheral regions. Yet, results from some states in the Northeast, North, 

Midwest, and Southeast regions showed positive effects of this shock. Overall, this study 

evaluates the measurement as not being interesting in capturing uncertainty in the post-Keynesian 

sense. The agreement with some results supports this view, while the counterevidence does not 

necessarily refute the theory. 

 

5 Conclusions 

This article aims to analyze the mechanisms of regional transmission of monetary policy 

across Brazilian states, utilizing post-Keynesian literature to support the interpretation of the 

results. A significant contribution of this study is the inclusion of variables beyond those 

commonly used in the literature on RMP for Brazil. These additional variables include asset 

prices, the regional fiscal component, and uncertainty. Moreover, the measurement of regional 

responses was conducted using GIRF, which are still relatively underutilized in national studies. 

This approach offers the advantage of not imposing restrictions on the estimated parameters or 

requiring an ordering of the variables, thus yielding invariant results with respect to their order. 

The findings align with both Brazilian and international literature that highlights 

asymmetries in regional responses. These asymmetries are evident both in isolation and when 

evaluated collectively, with a particular emphasis on states considered peripheral, such as those 

in the Northeast and North regions, in contrast to Southeast and South regions. This observation 

addresses empirical questions about differentiated impacts on states from a common national 

shock. The results for the evaluated period sustain Brazil’s role as vulnerable to economic cycles, 

a situation exacerbated by external shocks due to financial and trade openness. This vulnerability 

is particularly severe in peripheral regions. Recent political and institutional crises have also 

contributed to these outcomes. 

It can be argued that the Central Bank of Brazil’s strategy to control inflation, within the 

framework of the Inflation Targeting Regime (ITR), predominantly focused on high interest rates 

and an appreciated exchange rate. This strategy has had a detrimental effect on the growth and 

development of states, particularly those in peripheral regions. In this context, short-term gains 

from interest rate differentials between countries indicate that the Brazilian stock market needs 

improvement to make a more substantial contribution to the country’s economic development and 

growth. 

The performance of monetary policy through credit, aimed at stimulating demand to 

mitigate impacts, revealed an uneven effect across states. This disparity is attributed to varying 

stages of regional development within the banking system and the overall configuration of the 

Brazilian financial system. Fiscal policy, utilizing tax measures, demonstrated relevance but also 

revealed significant disparities in its effects, particularly in peripheral states. These results 

highlight the need for coordinated economic policies that consider regional specificities to 

stimulate development in less developed areas. Evidence of uncertainty further supports the post-

Keynesian argument of differing liquidity preferences across regions. Although uncertainty has 

had negative effects in Brazilian states, the lowest magnitudes were observed in central regions, 

while peripheral states experienced higher magnitudes. 

Regarding the persistence and duration of shocks impacting regional product during the 

analyzed period, as represented by state employment, credit emerged as the most prominent 
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monetary variable. This was followed by interest rates, inflation, and exchange rates, which could 

be classified as intermediate variables, with asset prices being the least prominent. For the fiscal 

variable, signs of a prolonged recovery suggest the presence of long-term effects, potentially 

linked to the persistent impacts of the NMM adopted during the period. 

In addition, uncertainty showed lasting and permanent effects, with few instances of 

dissipation. This supports the post-Keynesian argument of non-neutrality of money in time and 

space, reinforcing the importance of credit for regional development and highlighting the need 

for policymakers to coordinate fiscal (and monetary) policy effectively. Clear and transparent 

implementation is crucial, given the enduring effects of economic policy uncertainty on states. 

The study also demonstrated that uncertainty, liquidity preference, and banking 

development are crucial in explaining the asymmetries of shocks. The configuration of the 

national financial system and regional market structures has contributed to maintaining disparities 

and regional heterogeneities among states. If coordinated policies (monetary, fiscal, industrial, 

foreign exchange) aimed at reducing economic inequalities, particularly in peripheral regions, are 

not implemented, these disparities may persist, jeopardizing regional development and national 

stability, especially during times of high uncertainty. 

The incorporation of behavioural factors enriched the interpretation of regional effects, 

leading to a more robust understanding of regional dynamics and validating the article’s empirical 

hypothesis. It was shown that the primary mechanisms of monetary transmission in terms of 

incidence and propagation for the evaluated period were credit (most relevant), followed by 

interest rates and exchange rates. At the empirical level, the results revealed asymmetric regional 

effects of monetary policy in Brazil, concerning signs, intensities, and durations. At the theoretical 

level, the evidence supports the robustness of post-Keynesian literature, confirming its richness 

in interpretation by considering both structural and behavioural factors in analyzing regional 

impacts of a common economic policy. 
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Appendix A. Data and source 

 

 
Table A1 

Data used in models 

Variables 
Data Source 

(modeling nomenclature) 

Interest Rate 
Selic Overnight Interest Rate Ipeadata 

(itrate) 

Inflation Rate of change of the Extended National 

Consumer Price Index (IPCA) 

Central Bank of Brazil – Time 

Series Management System (inflation) 

Exchange Rate Commercial Exchange Rate (R$/US$) as 

the average purchase value for the period 
Ipeadata 

(exrate) 

Commodity Price 
Commodity Price Index International Monetary Fund 

(extshock) 

Asset Prices The ratio between value of companies listed 

at Bovespa (R$), and the difference 

between the annualized Selic Interest Rate 

accumulated in the month and IPCA (%) in 

twelve months 

Central Bank of Brazil – Time 

Series Management System (aprices) 

Regional Economic Activity Formal Employment Index (the average of 

the monthly employment stock in 2004 has 

a value equal to 100) 

Central Bank of Brazil – Time 

Series Management System (emp) 

Regional Credit 
 Entry 160 – Credit Operations (grouped by 

states) 

Central Bank of Brazil – 

Banking Statistics System 

(ESTBAN) 
(cred) 

Fiscal Policy Industrialized Products Tax (R$ without 

cents) 
Ipeadata 

(fp) 

Uncertainty Brazilian Economy Uncertainty Index (IIE-

Br) 

Brazilian Institute of 

Economics (IBRE) (uncertainty) 

Note: The all data are in monthly periodicity. The IPCA Index (June 1999 = 100) was used to deflate regional credit 

and fiscal policy series. 

Source: Elaborated by the authors based on the data used. 
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Appendix B. Generalized impulse response functions of Brazilian states 
 

 

 

 

Table B1 

States, Abbreviation and Regions 

State Abbreviation Region 

Distrito Federal df Midwest 

Goiás go Midwest 

Mato Grosso mt Midwest 

Mato Grosso do Sul ms Midwest 

Acre ac North 

Amapá ap North 

Amazonas am North 

Pará pa North 

Rondônia ro North 

Roraima rr North 

Tocantins to North 

Alagoas al Northeast 

Bahia ba Northeast 

Ceará ce Northeast 

Maranhão ma Northeast 

Paraíba pb Northeast 

Pernambuco pe Northeast 

Piauí pi Northeast 

Rio Grande do Norte rn Northeast 

Sergipe se Northeast 

Paraná pr South 

Rio Grande do Sul rs South 

Santa Catarina sc South 

Espírito Santo es Southest 

Minas Gerais mg Southest 

Rio de Janeiro rj Southest 

São Paulo sp Southest 

Source: Elaborated by the authors. 
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Figure B1 – Generalized Impulse Response Functions of Brazilian States (GIRFs) 

 

Figure B1(a) – North region 

 
 

 



26 de 31 

 Econ. Soc., Campinas, v. 34, n. 3 (85):e271273, 2025. 

Figure B1(a) – North region (continuation) 

 

Source: Elaborated by the authors based on Eviews 11. 
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Figure B1(b) – Northest region 
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Figure B1(b) – Northest region (continuation) 

 

 

Source: Elaborated by the authors based on Eviews 11. 
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Figure B1(c) – Midwest region 

 

Source: Elaborated by the authors based on Eviews 11. 
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Figure B1(d) – Southest region 

 

Source: Elaborated by the authors based on Eviews 11. 
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Figure B1(e) – South region 

 

 

Source: Elaborated by the authors based on Eviews 11. 


